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SECTION 1

INTRODUCTION

The assumed objective of a high-energy-laser (HEL) beam-control

system is to deliver maximum fluence to the target, despite laser,

atmospheric, and target disturbances. As shown in Figure 1, the laser

and atmosphere introduce significant phase distortions into the beam,

whereas the unknown and variable reflectivity of the target introduces

amplitude disturbances in the delivered energy.

TARGET
LASER PHASE ATMOSPHERIC PHASE AMPLITUDE

DISTURBANCES DISTURBANCES DISTURBANCES

LASER ATMOSPHERE TAGT DLUVECED
i. 1 H FLU-b E

Figure 1. HEL beam-propagation model,

The Army HEL scenario and HEL capabilities impose several con-

straints on the solution to this problem. Clearly, if a direct measure-

ment of delivered fluence were available, then the design of a closed-

loop controller for maximal fluence delivery would be a straightforward

matter; but the scenario rules out amplitude measurement. In addition,

amplitude modification of the beam is not within the capability of the

laser at the present time. Consequently, HEL beam control must be per-

formed solely with beam phase measurements and phase modification.
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The use of closed-loop phase control systems to enhance laser per-

formance is not new. Several systems have been proposed in the past and

demonstrated at low power in the laboratory. But simulations at hiqher

power levels, such as those required for the HEL, have clearly indicated

a lack of desired performance: the control loop becomes unstable in the

presence of atmosp eric disturbances, particularly in the presence of

moderate to heavy thermal blooming.

This report is directed toward a solution to this problem. In

Section 2, phase-control-loop structure is analyzed, and a dual-loop

structure is proposed as an effective means of compensating for the

multiple disturbances encountered at high power levels. A corresponding

closed-loop phase-compensation control algorithm is proposed, and its

fundamental requirements identified.

The structure of the proposed control algorithm is based on the

observation that phase-conjugate compensation of thermal blooming is not

stable in the HEL application. Thus, the algorithm is designed to use

phase-conjugate correction of the total measured phase error, with an

additional correction forthe focus error caused by thermal blooming.

Consequently, the phase-sensing process requires not only a wavefront

sensor, but the ability to extract the blooming focus component. Con-

siderable attention is devoted to this problem in Section 3.

The approach to the development of the control algorithm is to

present an extensive physical model, which is based on an algebraic

beam-propagation model. (1 The modeling effort proceeds in two steps.

First, because it is simple, a model of the static control loop and the

associated thermal-blooming physics is developed. This appears in Sec-

tion 4. In Section 5, the model is generalized to the more complex dynamic

case. It is noted that these models may also be used to set HEL phase-

control subsystem requirements and component specifications, or may be of

value in quantitative system trade studies.

Superscript numerals refer to similarly numbered items in the List of
References.
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The key subsystem that will be impacted by the control algorithm

is the deformable mirror used for phase compensation. The report refers

to remedies for the severe deformable-mirror performance limitations that

presently exist in the continuous-wave case, and Section 6 presents a study

of mirror actuator requirements for the pulsed-laser case.
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SECTION 2

PHASE-CONTROLLER STRUCTURE AND
CONTROL ALGORITHM FOR

ATMOSPHERIC-DISTURBANCE COMPENSATION

2.1 Controller Structure

This section examines the impact of control theory on the HEL

beam-control problem. Section 2.1.1 presents an example which illustrates

that the best controller structure for handling atmospheric disturbances

at high power levels, i.e., one which can control at least two disturb-

ances, requires two control loops. The conclusions developed in presenting

this example are applied to the HEL beam-control problem in Section 2.1.2.

2.1.1 Structure Required for Multiple Disturbances

The philosophy basic to designing the structure of closed-loop

controllers for multiple disturbances is that a disturbance should not

be propagated around the control loop any further than is necessary.

The reason is that the further a disturbance propagates, the worse the

initial null acquisition transient, and the higher the rms error is

near null.

The impact of controller structure on null performance is illus-

trated with a simple example. A two-disturbance process with two simple

dynamic lags (T) is shown in Figure 2. It is assumed that x and y are

random white-noise disturbances, and that the variable z is to be held

near a null value of zero by a proportional feedback controller with a

gain, K. The best structure for this controller is found by comparing

two alternatives: single loop or dual loop.

4
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Figure 2. Two-disturbance process.

The single proportional loop structure is shown in Figure 3.

Note that the disturbance x must propagate all the way to the output

z before it is sensed by the controller. Also, the disturbance y must

propagate through the first dynamic block before it is controlled. This

situation results in relatively poor control of the variable z.

X Y

1 1 z
- 1 + TS + +TS

K

Figure 3. Single-loop structure.

The Laplace transform domain expression for z obtained from

Figure 3 is

z(s) hl(s)y(s) + h 2(s)x(s)
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where

h (S)( + TS)

( T 2s2 + 2TS + 1+ K)

h2(S) 2 2
(T s + 2Ts + 1 + K)

It is assumed that x and y are random uncorrelated white-noise disturb-
2 2

ances, with variances a and a

: is In this case, the expression for the variance at the output a
2

+jCO

a 2 )1 :2 s
- 2Trj f (h 1 (s)h 1 -S + h 2 s)h 2 - ds

Evaluation of this variance for h and h2 results in

21

[ 4T 4T (K + I)y 4K 1 + 1)1 x

To reduce the output variance as much as possible, the value of control-

ler gain, K, should be large. The resulting large-gain variance for the

single-loop controller is

2 1 2 1 2
z T= y + Z_ x a x

Note that little control over the disturbance y is available from this

single-loop controller configuration.
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The alternative to the single-loop controller is shown in

Figure 4. A dual-loop structure allows control of the disturbance x

x 

Y

Figure 4. Dual-loop structure.

before it propagates to the output z. Also, the disturbance y is con-

trolled without propagating through an additional dynamic block. The

dual-loop structure results in the following values of hI and h2

II
h .s' = (TS + K + 1)

h 2 (s) = 2 1
T s + 2Ts(K + 1) + (K + 1)

Evaluation of the variance integral in this case results in

a [y 2 [+ + )3] x
7 (

i 7



As in the single-loop case, the best controller gain for reducing the

variance of the output z is a large value of K. The resulting large

gain variance for the dual-loop controller is

a2 1 2 1 2 (2)

z = CKy +4K 3 cx

A comparison of the large gain-variance expressions, Eq. (1)

and (2), indicates that a significant reduction in the rms error of

the output variable is possible with the dual-loop configuration, but

not with the single-loop configuration. For example let

T = 1 second

K = 106

a x = = 1 watt/Hzx y

The values for the resulting variance of z are

2
Single loop: a = 2.5 x 101z

Dual loop: a2 = 5.000 x 10
- 7

z

The dual-loop configuration thus reduces the null variance by a factor
-6

of 2 x 10-.

Clearly, the control-loop structure has a significant influence on

reducing the rms error of the controlled output. Consequently, it is an

important consideration in HEL beam control.
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2.1.2 Proposed Structure for HEL Beam Control

The single-loop configuration shown in Figure 5 is the control

structure that has been used in laboratory beam-control experiments.

It is commonly referred to as a Coherent Optical Adaptive Techniques

-(COAT) loop. The advantage of this single-loop structure is that it

requires only one phase-disturbance sensor. It is noted, however, that

low-power lasers have clean beams and only one source of disturbances.

DISTURBANCE DISTURBANCE

LASER ATMOSPHERE H TARGET

PHASE CONTROL H PHASE
CORRECTOR ALGORITHM MEASUREMENT

Figure 5. Single control loop (COAT loop).

The single-loop structure has disadvantages which make it parti-

cularly unsuitable for high-power multiple-disturbance HEL applications.

With the single-loop structure, laser-cavity aberrations must propagate

all the way to the target and back before correction. If phase correc-

tion is done in the laser cavity, e.g., via phase conjugators, then

atmospheric disturbances must be propagated into the laser cavity for

correction. This results in a difficult target-acquisition-transient

problem, and a higher rms error in the beam maintenance mode of opera-

tion, which means lower power on target. For large aberrations, the com-

pounding of the disturbances before correction could give rise to non-

linear effects which would further aggravate the phase-measurement problem.
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The dual-loop configuration appearing in Figure 6 is similar to

the configuration shown in Figure 4. Much tighter control over the dis-

turbances is possible. The advantages of this controller structure are

easier target acquisition and lower rms error in the beam maintenance

mode of operation, which means higher power on target.

Because the dual-loop configuration shown in Figure 6 contains a

hardware redundancy, the alternate configuration shown in Figure 7 is

proposed for IHEL beam control. By changing the location of the phase

corrector, i.e., a deformable mirror, both laser-cavity aberrations and

atmospheric-disturbance errors can be corrected, while the desirable

features of the dual-loop structure are retained.

Both dual-loop structures (Figure 6 and Figure 7) have separate

phase measurements for the laser and atmosphere loops. This is highly

desirable due to the nonlinearity of the atmospheric correction (see

Section 2.2).

2.2 Control Algorithm

Existing algorithms are inadequate for phase correction of atmos-

pheric disturbances encountered at high pcwer levels, and experience in

the HEL community has determined that phase-conjugate compensation of

thermal blooming is not stable. Again, it is pointed out that if an

intensity measurement of the target return were available, then the

blooming control algorithm would be simple, and no stability problems

would be encountered. However, such an intensity measurement is ruled

out by the Army scenario. Intensity gradients can be measured via

multidither techniques, but more information is required for stabiliza-

tion and control over a wide range of conditions. The image-sharpening

algorithm is mathematically equivalent to phase-conjugate control, and

does not properly address the correction of thermal blooming. However,

image sharpening with a low-power mirror is a good method for obtaining

a wide-band phase measurement from the target return. Consequently, it

is assumed that such a phase measurement is available for data input to

the control algorithm.

10
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There are indications that such a phase measurement can provide

a basis for a successful algorithm. It is known that a phase correction

forced at the aperture interacts with the atmosphere in a nonlinear man-

ner, resulting in control-loop instability for phase-conjugate correc-

tion. The nature of the problem is a counterproductive response to ex-

cessive confinement of light rays, which indicates that the problem is

dominated by the focus-error term caused by thermal blooming. This

indicates that a focus-modified version of phase conjugation would be

optimal.

The control algorithm proposed for HEL atmospheric-error correc-

tion has been developed assuming that:

(1) Atmospheric disturbances consist of turbulence and thermal

blooming.

(2) The controller has the dual-loop structure shown in

Figure 4.

(3) The beam cleanup loop is working and is noninteractive with

the atmospheric correction loop.

It is further assumed that the algorithm for turbulence effects consists

of dynamic compensation and a phase-conjugate correction.

The thermal-blooming phase error is split into a focus error and

the remaining blooming phase error. A dynamically compensated phase-

conjugate correction is applied to all thermal-blooming phase errors

except focus. The blooming focus error is controlled by application of

a dynamically compensated optimal correction determined from the algebraic

model. A diagram of this control algorithm appears in Figure 8.

An alternative algorithm structure would apply a phase-conjugate

correction of the entire measured error, with an additional corrective

term for the thermal-blooming focus error. A diagram of this algorithm

configuration appears in Figure 9, where the term K B(F) is a nonlinear

corrective term dependent on the amount of focus error, F.

12
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Figure 9. Alternative control algorithm structure. -
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SECTION 3

ISOLATION OF THERMAL-BLOOMING EFFECTS

Because use of the control algorithm proposed in Section 2.2

depends on specific correction of the thermal-blooming focus error,

this error must be separated from other atmospheric-disturbance errors.

In turn, this requires that thermal-blooming effects be isolated from

turbulence effects. Discrimination may be accomplished on the basis

of the spatial and dynamic characteristics of beam phase distortions.

3.1 Consideration of Atmospheric-Disturbance Dynamics

3.1.1 Thermal Blooming

Since thermal blooming is a deterministic process, its character-
(3)istic dynamics are obtained by examining the on-axis long-time bloom-

ing transient

I(0,z,t) = -cz L-t/L
1(0,0,0) E

where I(0,0,0) is the on-axis intensity at the aperture at t = 0, and

I(0,z,t) is the on-axis intensity at a range, z, and time, t. The

thermal-blooming time constant is given by

2
- PCpN0 a

L 2

-24cIlz
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The various terms and representative numbers are

PC N 2= 1290 joules/cm
-11T

az = 0.1 (attenuation)

a = 0.5 m (beam radius)

z = 1 km (range)

I0 = 127.3 W/cm 2  (106 watts total power)

The resulting value of the thermal blooming time constant is

TL = 1.18 seconds

It is seen that thermal blooming is a low-pass process in the

frequency domain with a transfer function of 1/(1 + TL s). A typical

frequency response plot of this process appears in Figure 10.

W
°

z
0

t t

z

0

U. rn

V15

z S IN
P 1 0.19

FREQUENCY, f (Hz)

Figure 10. Thermal-blooming frequency response.
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3.1.2 Turbulence

Since the temporal behavior of turbulence is a random process, its

dynamic behavior is obtained from its power spectral density (PSD). Further-

more, since a turbulence/blooming splitter is followed by a focus filter, it

is speculated that we need only examine the turbulence-focus PSD.

The random variable C 3(t) is the component of focus due to turbu-

lence. The turbulence-focus autocorrelation function is given by

R 33() = C 3(t)C 3(t + T)

and the corresponding PSD is obtained from

+00

S3 3 (W) = f R3 3 (T)-JWT dT

It is shown in Reference 4 that the PSD S3 3 has the form shown in

Figure 11, with the low- and high-frequency cutoff points given by

0.05v
L 

R

0. Svf 0.5
H R

where v is the transverse wind velocity, and R is the radius of the

transmitter aperture.

j For the case where R = 0.5 meter and v = 200 meters per second,

it is found that fL= 20 Hz and fH = 200 Hz. This PSD is shown in

Figure 12.

16



f f

FREQUENCY, f

Figure 11. Turbulence-focus PSD.

R = 0.5 m
v = 200 rn/s

20 200
FREQUENCY, f (Hz)

Figure 12. Turbulence-focus PSD.
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3.2 Separation of Thermal-Blooming and Turbulence Effects

3.2.1 High-Frequency Turbulence/Blooming Splitter

It can be seen that the turbulence and thermal-blooming dynamic

processes shown in Figure 10 and Figure 12 have disjoint spectra and can

easily be separated with a simple low-pass/high-pass filter assembly

when the turbulence focus PSD is in a high-frequency region. This is

illustrated in Figure 13.

i,,

INI
0.2 fc 20 200

FREQUENCY, f (Hz)

BLOOMING TURBULENCE
DYNAMICS DYNAMICS

LOW-PASS F I LTER HIGH-PASS FILTER
CHANNEL CHANNEL

Figure 13. Turbulence/blooming splitter.

Two requirements for the low-pass/high-pass filter assembly are:

simplicity and an easily adjustable crossover frequency, f . Simplicityc

is desired to keep the data-processing load down, and thereby minimize

the delay time associated with the phase measurement. The easily

18



adjustable crossover frequency is a useful feature for adjusting opera-

tional hardware from test data and measurements. This feature also allows

for the possibility of changing the crossover frequency in an adaptive

manner under changing operating conditions.

It is possible to construct the high-pass/low-pass filter assembly

from a single low-pass filter. The reason for this is that a high-pass
filter is the complement of a low-pass filter. This high-pass/low-pass

interconnection is shown in Figure 14.

HIGH-PASS

CHANNEL

INPUT CHANNEL

TUNABLE LOW-PASS
LOW-PASS CHANNEL

FILTER

fc, CUTOFF FREQUENCY

Figure 14. Low-pass/high-pass filter assembly.

Since the spectra of the two atmospheric-disturbance processes in

Figure 14 are disjoint, then the low-pass filter is not critically de-

pendent on the process models, which are only approximate. Consequently,

complex filters such as the Kalman filter need not be employed, and filter

simplicity can be obtained via classical filtering techniques. A Butter-

worth low-pass filter, for example, would be adequate.

Butterworth filters can be constructed of any dynamic order; how-

ever, experience has indicated that a third-order filter will satisfy

most computational needs. A third-order Butterworth filter has a transfer

function given by

3
c

3 2 2
2w s + 2w s +

c c c

19



with a magnitude frequency function given by

1

where w cis the filter-cutoff frequency.

The magnitude of this filter's frequency response appears in

Figure 15 and its transient response is shown in Figure 16. A block

diagram of the digital form of this filter is shown in Figure 17 to

illustrate the simplicity and easy online filter tuning capability.

1.2-
ff =  0.1

"-0 fc = 0.01

" a fc = 0.0011.0 k- : :

0.8

LUw
0.6

0

0.4

-I0.2

0 I I I - - , --- : :

-4.0 -3.5 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0
LOG FREQUENCY

Figure 15. Butterworth filter frequency response.
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Figure 16. Butterworth filter transient response.

-I - T)

= 2 exp[-wcT/2] cos (V wcT/2)

n- exp(-.jT/2j[cos (VN3wcT/2) + (sin (VrTwcT/2))/Vr ]

Figure 17. Three-pole Butterworth low-pass digital filter.
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3.2.2 Low-Frequency Turbulence/Blooming Splitter

The high-pass/low-pass filter assembly will not separate turbulence

and blooming effects under all conditions. In particular, it cannot

separate turbulence and blooming when the turbulence-focus PSD shifts
i downward in frequency with decreasing transverse wind velocity. This

effect is illustrated in Figure 18. Consequently, there exists a lower

bound on the transverse wind velocity, below which the turbulence and

blooming cannot be easily distinguished on the basis of dynamic behavior.

This limiting case is illustrated in Figure 19. A turbulence lower cut-

off frequency of 1.19 Hz corresponds to a transverse wind velocity of 1.9

meters per second (4.25 miles per hour). The problem now arises as to how

to separate the focus due to turbulence and blooming for low wind veloci-

ties and spectral overlap, as indicated in Figure 20.

R = 0.5m

C.,

C,,
a.

O.lv V

(fc= 0.19 Hz) FREQUENCY, f

* Figure 18. Turbulence PSD shift with wind
velocity.
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R =0.5 m

0.19 fc FREQUENCY, f (Hz)

BLOOMING TURBULENCE

VL =1.9 rn/s =4.25 mi/h

Figure 19. Lower limit on wind velocity for disjoint spectra.

FREQUENCYJ.

Figure 20. Low-wind spectral-overlap case.
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Before seeking a solution to this problem, the relative magni-

tudes should be investigated. As shown in Figure 21, the magnitude of

turbulence focus may be insignificant in the region of spectral overlap.

If this is true, then the algorithm is simple: assume that all of the

low-frequency focus is due to thermal blooming, and apply the optimal

correction. According to Reference 4, it is quite possible that this

could be the case.

lo

/ \ ,

0:1j
z
0

0
0

C.)

z
W

FREQUENCY, f (Hz)

Figure 21. Magnitude of low-wind spectral overlap
problem.

In order to see this, the total energy in the low-frequency turbu-

lence focus is approximately computed. The total low-frequency energy,

E, is given by

fH

E 3  f $33 (f) df

fL

24



and is approximately equal to

11
E Z If f IS3 2H Lp

where S is the peak value of turbulence focus. Using the expressions

for fH and fL, and assuming that the peak value, Sp, is proportional

to v5 .6 6 , leads to

6.66
E 3 ~ 4R

where C is a coitant. Thus, for small values of v, the total energy
6.66

due to focus turbulence is proportional to v in the region of spectral

overlap.

It is observed that the focus error due to thermal blooming is con-

stant in this region, and does not diminish with v at all. Consequently,

for small velocities, v, it is quite possible that the turbulence focus

error could be small compared to the thermal-blooming focus error, and

could be neglected. However, this possibility cannot be determined with(4)
current high-frequency nonzero-velocity models, which are the only tools

available at this time. This can be seen from the following analysis of

the expressions developed in Reference 4 for turbulence focus PSD.

These expressions have the asymptotic form

11/3
S(f) +~

for f >> v/R. This model cannot be applied to the case of low frequency

and zero velocity because of the following limiting situations.
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For the situation where v approaches zero, we obtain the con-

dition

S (f) 0 0
33

for f - 0. Consequently, the low-frequency regime where f = 0 is not

modeled by this expression. Where f 0 0, we obtain

S 33(f)

for 0 >> v/R. It is seen that this condition is not met even when v = 0.

*The best path at this time seems to be to develop a low-frequency

low-velocity tuibulence-focus PSD model, and follow up with a reanalysis

of the situation to see if further work on the turbulence/blooming split-

r ter is required for the low-frequency low-velocity regime.

3.3 Focus Filter

In the event that turbulence and blooming must be separated when

there is low wind spectral overlap, it must be accomplished by studying

the blooming versus turbulence phase profile characteristics. That is,

focus error alone cannot be determined to arise from either turbulence

or blooming. However, the total blooming phase would have spatial

peculiarities that would allow blooming and turbulence to be distinguished.

Consequently, one would have to perform the turbulence/blooming split-

ting operation first, then apply the focus filter.

The design of a suitable focus filter is a straightforward

operation, since only one spatial integral is involved. If O(x,y,t)

is the input phase signal, P3 (x,y) denotes the focus Zernike mode,

and C3 (t) is the output focus term, then they are related as follows

C3(t) = ff *(x,y,t)P 3 (x,y) dx dy

aperture
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The C3 operator is independent of time, and requires a spatially weighted

sum of the phase sample points. If the input phase is sampled on a

spatial grid continuously in time, then the focus filter can be hard

wired with no time delay. If, however, the input phase is measured by

a scanning technique, then a simple recursive computation is possible,

and C is available in time at the frame-scan rate.

*3
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SECTION 4

STATIC CONTROL MODEL: OPTIMAL
THERMAL-BLOOMING FOCUS-ERROR CORRECTION

Development of thermal-blooming focus-error correction requires

a model of the thermal-blooming process suitable for closed-loop phase-

controller design. This model, along with a suitable performance index,

provides the basis for developing an optimal feedback control law. The

purpose of considering a control model for the static (steady-state)

case is to develop an optimal stable steady-state null controller. The

static model has been developed, however, such that it can be generalized

to the dynamic case, which is presented in Section 5.

A block diagram of the static control model appears in Figure 22.

Each block of the diagram is explained in the following subsections.

4.1 Thermal-Blooming-Process Block

The static model of the thermal-blooming process was developed
(i)

from the algebraic propagation model. This model does not require

new modeling effort, but is an application of the algebraic propagation
(i)

model to closed-loop controller design. The thermal-blooming-process

model involves developing an expression for the thermal-blooming aberra-

tion as a function of the scenario parameters and the control aberration

forced at the aperture.
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SCENARIO INPUT
PARAMETERS

ABERRATION FORCED BEAM PERFORMANCE
AT THE APERTURE THERMAL-BLOOMING ABERRATIONS PERFORMANCE- INDEX

PROCESSINDEX MODEL

COMMANDED MEASURED

ABERRATION ABERRATION

DEFORMABLE OPTIMAL ABER RATION

- MIRROR CONTROL MEASUREMENTLAWH

Figure 22. Static control model.

The variables involved are as follows. X is the normalized con-

trol aberration forced at the aperture

0 F3X =-

CD

and Y is normalized aberration from thermal blooming

aB
y Y D

where aF3 is the focus dispersion forced at the aperture, a is the

developed blooming dispersion, and a is diffraction limit. The

remaining terms are scenario parameters:

29



(1) ND: distortion number.

(2) NF: Fresnel number.

(3) N laser quality number.

(4) T: transmission.

(5) D: parameter grouping.

(6) C': beam descriptor.

(7) a: beam descriptor.

The derivation of the expression for Y in terms of X and the

scenario parameters is straightforward, but lengthy. Consequently,

the details of this derivation appear in Appendix A. A diagram of

the thermal-blooming process appears in Figure 23.

SCENARIO
INPUT
[ND, NF, NQ,
T, 0, Cb, al THERMAL-

2 NF-- . (2_NF BLOOMING
2-a a ABERRATIONFORCED -a 0 __

ABERRATION Cb(NDNFT)a (1+2X 2 ) 4 Qn 2 X/Y" +K-2 -X2 2
Xd (2 NF  D

Figure 23. Model block for thermal blooming.

4.2 Aberration-Measurement Block

The static model of beam-aberration measurement consists of adding

measurement noise. The mathematical model for static measurement is

Y = Y +measured actual noise
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where Ynoise is characterized by statistical properties such as the

measurement noise, mean Ynoise' and covariance, Z . A diagram for

the aberration-measurement block appears in Figure 24.

YNOISE' Y' YNOISE

YACTUAL M MEASURED

Figure 24. Block for aberration measurement.

4.3 Deformable-Mirror Block

The static model for the deformable mirror consists of a satura-

tion function of the commanded aberration. That is

XFORCED = SAT[ COMMAND

where

SAT(U) = if JUI < A)

jA if U > A

(-A if U < -

A is the saturation threshold and U is an input variable. This function

accounts for the fact that the deformable mirror cannot experience an

unlimited amount of deflection. The diagram for this block appears in

Figure 25.

XCOMMAND XFORCED

Figjure 25. Block for aberration forced at the aperture.
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4.4 Optimal-Control-Law Block

The most general form for the optimal control law is a negatively

fed back nonlinear function of the measured aberration. That is

X COMMAND = -F(Ymeasured

where the nonlinearity F(-) is the control law for the special blooming

focus correction. The object of the analysis is to determine the form

of this function F(-). Other types of control laws are included in this

model. For example, if

F(Y) = Y

we have a phase conjugate controller which is linear negative feedback

with a gain of 1. A generalization of the phase conjugate controller

is given by
|4

F(Y) = KY

which is a linear negative feedback with a gain of K.

One approach to determining the special correction is to look for

an optimal gain, K. If su-, i value of K is dependent on the aberration,

Y, then there is no such optimal constant gain, and the resulting control

law is a nonlinear function of Y. Experience has indicated that phase-

conjugate control is not optimal. Consequently, the general model of a

nonlinear function is used in developing the optimal control. The dia-

gram for the optimal-control-law block appears in Figure 26.

YMEASURED F(Y) -1 XCOMMAND

Figure 26. Block for optimal control law.
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4.5 Performance-Index Model

The performance index for the beam-aberration control algorithm

is the peak intensity on target. The optimal control law is chosen

such that this index is maximized for all thermal-blooming corrective

action applied by the controller. The performance-index model is

developed as follows.

We start with the peak intensity on target given by the algebraic

propagation model(1)

PT
IP 2- 20 (3

where P is power and z is the target range. The convention in modernt

control theory is to determine control laws that minimize some per-

formance index, J. To adhere to this convention, Eq. (3) is inverted

and normalized as follows

22
iTz aD [2a at D x __y

Jtotal - PT 121

where a is the diffraction limit. Again, from the algebraic model,

it is f-und that

20 3 = o 2 + 2 2  + 0.85Y2 a a + 0.36o (4)
xy D F3 F3B

Straightforward derivation of Eq. (4) would normally result in two

numerical changes- in place of 0.85/2, one would obtain /'2, and in

place of 0.36, one would obtain 0.5. However, correction of the modes

higher than focus has been assumed, and taking this into account provides

the result in Eq. (4). Use of this result provides

22
zt°D

total PT B
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where

J = 2(X2 + 0.852 XY + 0.36Y 2)

JB is the thermal-blooming performance index. Minimization of JB pro-

vides the maximum target intensity in the presence of thermal blooming.

The performance index block appears in Figure 27.

FORCED ABERRATION
JB

X 2(X - PERFORMANCE
2(X2 + 0.85y2 XY + 0.36 y 2 ) PERFORMANC

Y

THERMAL-
BLOOMING
ABERRATION

Figure 27. Performance-index-nodel block.

4.6 Uses of the Static Control Model

The static control model in Figure 28 shows detailed relationships

between the scenario parameters, the control law, F(Y), and the perform-

ance index, JB' Several uses for this model are apparent. The model

provides a detailed basis for synthesizing an optimal control F(Y) such

that JB is minimized for all scenario inputs in a given parameter space.

This static optimal control law constitutes the special correction for

blooming-induced focus error, and is the primary motivation for develop-

ment of the detailed model.

The model can also be used to generate system specifications.

For example, the model allows one to determine the maximum allowable

value of measurement noise covariance, Zy, in terms of the performance

index, JB" This is an efficient means of generating measurement accuracy
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requirements in terms of the peak intensity on target. If one allows too

large a measurement error, then system performance degradation is exces-

sive. On the other hand, if one has a measurement system that is more

accurate than necessary, then the system will be unnecessarily costly for

the unneeded accuracy.

Another use of the model is to generate a specification for the
allowable saturation level of the deformable mirror in terms of J . This

ensures that the mirror deformation capability would be set in a manner

consistent with the parameter space of the system.
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SECTION 5

DYNAMIC CONTROL MODEL:
OPTIMAL DYNAMIC COMPENSATION

The dynamic control model is developed by generalizing the static

control-loop model presented in Section 4. The analysis supporting the

design of the dynamic model addresses two primary issues: closed-loop

stability and system transient response. Other issues, such as deter-

mining dynamic specifications for various system components are also

investigated. This section presents the dynamic model for the optimal

compensation design.

The dynamic model is based on the HEL algebraic propagation
(i)

model. Although the propagation model includes time-varying terms,

it required extension for the dynamic model. Since this material is

new to the HEL community, more emphasis on the details of the propagation

model is provided in this section than was done for the static control

model.

To properly account for dynamic effects, the following terms must

be added to the terms used to describe the static model:

(1) Self-blooming parameter dynamics.

(2) Heating dynamics of beam.

(3) Measurement dynamics.

(4) Deformable-mirror dynamics.

(5) Feedback-controller dynamics for optimal dynamic compensation.
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The self-blooming parameter already exists in the time-varying version

of the algebraic propagation model, and is not a new effect. The remain-

ing terms in the list are new and are developed on a block by block basis

in the following sections.

The dynamic closed-loop thermal-blooming model appears in Figure 29.

The block diagram follows the general structure outlined in Figure 22,

except that the various functions are now distributed over several blocks.

The structure of Figure 22 is used to explain the various parts of the

model. All of the constants and variables are identified in Table 1,

for ease of reference.

b.1 Thermal-Blooming-Process Block

j The thermal-blooming process shown in Figure 22 is distributed

over several blocks in Figure 29. In addition, due to the number of

variables required by the model, normrlization does not offer the ad-

vantage of simplification and has not been employed. The block labeled

"algebraic propagation model" is essentially the same as the static

thermal-blooming-orocess model shown in Figure 23.

The difference in the dynamic case is that this model becomes time

varying through the self-blooming parameter, m(t). The output of the

algebraic propagation model is the developed phase, h' This phase is

not a physically measurable variable, but instead is a driving function

that gives rise to the actual phase, i h' through thermal-blooming dynamics.

These variables---developed phase, 'ph' and actual phase, h-interact in a

manner analogous to stress and strain in elasticity theory. Stress is

not a physically measurable variable, but is the driving function that

produces the physically measurable strain.

The algebraic-proDagation-model block has no dynamics and, con-

sequently, the developed phase, h' is an instantaneous output function

of the input variables. However the actual phase, Phr does not develop

instantaneously, and is related to the developed phase by a lag caused

by the beam heating dynamics.
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Table 1. Constants and variables for the dynamic control model.

Variable/Constant Description

Scenario Parameters:

ND  Distortion number

NF Fresnel number

N Laser quality number

T Transmission

r2 /rm' M
D ,' ) Parameter grouping

C Beam descriptor

a Beam descriptor

m Beam descriptor

mi" Beam descriptor

R Aperture radius

v Transverse wind velocity

Blooming-Process Variables:

s Laplace transform variable

*h Developed heating phase

h Actual heating phase

a B  Developed blooming dispersion

aB Actual blooming dispersion

m(t) Self-blooming parameter

Aberration-Measurement Variables:

T Phase-measurement computation delaym

TPhase-measurement time constant
m

noise Phase-measurement noise
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Table 1. Constants and variables for the dynamic control model. (Cont.)

I Variable/Constant Description

Aberration-Measurement Variables:
(Continued)

R (S) Phase-measurement noise PSD

aBM Measured blooming dispersion

CM3  Measured blooming aberration

T Computational delay
c

Deformable-Mirror Variables/
Constants:

Wi ' 2 Mirror dynamics constants

El' E2 Mirror dynamics constants

T 3 Mirror dynamics constant

CC3 Commanded blooming-aberration input

CF3 Aperture-forced blooming-aberration
output

aF3 Aperture-forced dispersion output

Optimal-Feedback-Cont roller
Variables:

CM3  Measured blooming-aberration input

CC 3  Commanded blooming-aberration output

Performance-Index Variables:

aD Diffraction limit

aF3 Focus dispersion forced at the
aperture

a Actual blooming dispersion
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The transfer function for this dynamic block is derived below.

The time domain relationship for the actual phase, h(t), in terms of

the developed phase, h (t), is

R

(t) - dr (5)

0

where R is the radius of the aperture, v is the transverse wind velo-

city, and r is the radial distance in the aperture. This equation

models the beam heating dynamics of convective heat transport, and ne-

glects thermal diffusion. Equation (5) is Laplace transformed to yield

R
* =lJ -rs/v

h(s) = R f1h(s) dr

0

where s is the Laplace transform variable, and the Laplace transform

is denoted by capital letters h and

Since lIh(s) is independent of the variable of integration, a simple

rearrangement provides the expression for the dynamic transfer function

- R- k ( s )  o" R s/
Ph_ I -rs/v dr(6%Ph (s) - R E d (6)

0

Integration of Eq. (6) provides the transfer functions shown in Figure 30.

DEVELOPED 1 - -(rs/v) ACTUAL

Figure 30. Beam heating dynamics.
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It is noted that the transport lag time and integrator gain are

both dependent on the transverse wind velocity, v, in the same manner.

The limiting form of this transfer function for large and small values

of v is

1 E- (rs/v)
For large v: (. 1

1 - (rs/v) v
For small v: + _s

(

It is seen that for large wind velocities, the beam heating dynamics have

the limiting form of a simple gain of 1, i.e., no dynamics. For small

wind velocities, the dynamics approach a low gain integrator. However,

for very low wind velocities, thermal diffusion may not be negligible

and corrective terms may be required.

In addition to including a heating-phase dispersion term, the

algebraic propagation model also employs beam dispersion terms. Con-

sequently, the relationship between heating-phase and beam dispersions

appears in the thermal-blooming model. This relationship is a non-

linearity that results from a straightforward application of the

algebraic propagation model, and appears in Figure 31. Three blocks

of this type appear in the process model.

h C (G 2 a2 )0a
CF3 uLW h OB

Figure 31. Heating-phase beam-dispersion model.
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The remaining block in the thermal-blooming process is the model

for the self-blooming parameter. This parameter models the time-varying

effect of thermal blooming on itself, and is shown in Figure 32. Appro-

priate interconnection of the blocks described results in the thermal-

blooming-process model shown in Figure 29.

4 DEVELOPED DISPERSION

1 - (m - 1)- SELF-BLOOMING
B PARAMETER

ACTUAL DISPERSION
(B

Figure 32. Self-blooming parameter model.

5.2 Aberration-Measurement Block

The aberration-measurement model for the dynamic case must allow

for lags due to measurement sensors and computational delays. In addi-

tion, measurement noise is allowed dynamic characteristics and modeled

with a PSD. A further measurement complication is that the optical

aberration due to thermal blooming and the aberration forced at the

aperture by the deformable mirror interact in a nonlinear manner.

Consequently, a computation involving the aberration forced at the

aperture is required in order to separate the blooming effect. In the

dynamic model, this computation introduces a short time lag.

The aberration-measurement block appears in Figure 33. The sensor

lag is modeled as a simple lag with a time constant, Tm , in conjunction

with a computational delay, T . The computational delay appears in thei m
preconditioning calculations of the phase measurement. It is possible

that this measurement is in the form of sampled data. This effect is

easy to model, but is not included at this time.
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MEASUREMENT
NOISE,
R ,(s)

I NOISE

ACTUAL MEASURED

PHASE -[e-STm PHS,0

FORCED
DISPERSION BLOOMING-

DISPERSION MEASURED

COMPUTATION BLOOMING
DISPERSION,

MEASURED 'BM
BLOOMING

ABERRATION,

C a3

COMPUTATION BLOOMING-
DELAY ABERRATION

COMPUTATION

Figure 33. Measurement dynamics model.

Measurement noise with a PSD of R. (s) is added to the measure-

ment, and is followed by a nonlinear computation involving the aberration

forced at the aperture. This computation introduces another delay, T ,c
resulting in the final measurement, CM3. The measurement model indicated

in Figure 33 is flexible, and changes are easily introduced to adapt the

model to particular systems. Consequently, unlike the physical blooming

process, this model is alterable, and can be modified according to the

particular system under study.
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5.3 Deformable-Mirror Block

The deformable mirror is the phase modifier that provides correc-

tive action at the aperture. At the present time, high-power deformable

mirrors are not well developed in terms of spatial and temporal perform-

ance (see Section 6). Since the deformable mirror is an alterable com-

ponent in the system design, the approach taken in this modeling effort
(5)

is to model an existing high-power mirror. This approach allows the

current mirror dynamic shortcomings to be made visible and provides a

basis for departure to a more acceptable mirror design. The dynamic

model includes the following effects:

(1) Voice coil drive: first-order lag, T.

(2) Movabie mass spring: second-order lag, w1i 1

(3) Mount compliance dynamics: second-order lag, w2 ' 2"

In addition to these dynamics, mirror saturation nonlinearity is included

in the model.

Figure 34 shows the deformable-mirror block, with provision for

including the effect of base vibration. Base vibration is not modeled

at the present time, but may be important in future studies.

COMMANDED W1 2  FRE

* ABERRATION (1+r)( 2 
+ ~~s+~ 2 2 2~~ 2  ABERRATION

ADD BASE VIBRATION
IF REQUIRED

Figure 34. Deformable-mirror-dynamics model.
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5.4 Optimal-Feedback-Controller Block

The optimal feedback controller consists of the static optimal

control law plus compensation for dynamic effects. There are many

possible configurations for putting dynamics in the controller, and it

is desired to choose the simplest overall system configuration. The

controller dynamics must compensate for: beam heating dynamics, measure-

ment dynamics, and deformable-mirror dynamics.

*A controller configuration that will perform this function appears

in Figure 35. The reason for two dynamic compensation blocks is that

transfer functions are not commutable with the nonlinearity, F(-). Since

dynamic compensation is simply control logic, it is an easy matter to

put control logic on either side of the nonlinearity.

MEASURED NF._ H 7 1-. COMMANDED
ABERRATION F) LH(s) ABERRATION

Measurement Optimal Mirror
Compensation Static Compensation
Dynamics Nonlinmrity Dynamics

Figure 35. Optimal feedback conroller.

Inspection of Figure 29 indicates that the only unalterable

dynamics in the system are the beam heating dynamics; the measurement

and deformable-mirror dynamics may be changed. However, the beam heat-

ing dynamics are relatively mild and can be controlled with a simple

dynamic compensator. Measurement dynamics are also not severe, and

dynamic compensation is relatively easy. However, the dynamics of

the existing deformable mirror are severe, and require extensive

compensation.
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In general, an integrated optimal controller design can only be

achieved by modifying the measurement dynamics and deformable-mirror

dynamics while developing the dynamic compensation. In this particular

case, i.e., for the HEL, it is clear that the bulk of dynamic compensa-

tion mu- be applied to the deformable mirror, and not to the thermal-

blooming process. An integrated system approach would be to redesign

the deformable mirror so that mirror dynamic compensation would be con-

sistent with the remainder of the control system. Consequently, it is
recommended that measurement and deformable-mirror dynamics be altered,

along with the design of the dynamic compensator, to achieve a balanced

controller configuration. In addition, it is recommended that the con-

troller and deformable mirror be designed together in an integrated

manner consistent with the Army scenario as a means of optimizing the

overall controller configuration.

5.5 Performance-Index-Model

The performance index for the dynamic model is the same as for the

static case (refer to Figure 27). This model in the unnormalized form

appears in Figure 29.

5.6 Uses of the Dynamic Control Model

Dynamic control analysis consists of several possible tasks.

One task would be to analyze the static null stability of the proportional

control loop, i.e., generalized phase-conjugate correction, and compare

the results of the analysis with what is known behavior for such loops.

This is a sort of validation exercise, although not complete, for the

dynamic control model. Additional tasks related to development of the

beam controller are as follows.

Dynamic feedback controller design is accomplished by synthesizing

compensators G(s/ and H(s) such that the closed-loop system is stable

and has the desired transient response in terms of the thermal-blooming
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performance index, J Upon completion of the controller design, speci-

fications for the measurement noise and measurement dynamics can also be

made in terms of JB* That is, one can set specifications on R, TmO

T m, and Tc in terms of the loss of intensity on target, JB* If the

loss in intensity on target is very small, then the measurement system

is too good, and hence too expensive. Conversely, if the loss in

intensity is too large, then the measurement system is inadequate.

A similar exercise can be done in terms of the deformable-mirror

bandwidth and saturation level. As a result, it is seen that proper use

of this dynamic model would allow for design of the HEL beam controller

in an integrated and self-consistent manner.

-- 4
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SECTION 6

PULSED ADAPTIVE-OPTICS DEFORMABLE MIRROR

For proper phase correction, a pulsed adaptive-optics deformable

mirror requires a different set of Zernike mode shapes from a continuous-

wave deformable mirror. In Reference 6, an analysis of actuator design

considerations for the continuous-wave case showed that a continuous-

wave deformable mirror consisting of a plate could be made to assume

the shape of an arbitrary linear combination of eight Zernike modes.

In Reference 6 it was also shown that actuators must perform three

functions: pressure loading on the back of the plate, edge control via

shear forces and bending moments, and proper positioning of the outer

plate edge with respect to the optical reference plane. All Zernike

modes except spherical aberration require zero pressure load on the back

of the plate. For spherical aberration, a uniform pressure load is

required. The major portion of actuator action was found to be concen-

trated in the bending moments and shear forces at the boundary. Con-

sequently, proper boundary control is essential and expressions for

actuator boundary control requirements were developed.

Reference 7 also contains information pertinent to adaptive-optics
deformable mirror requirements. For convenience, both References 6
and 7 are abstracted in Appendix B.
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The mirror deformation required for proper phase compensation of

pulsed-laser beam aberrations is given by Eq. (6) of Reference 8. The

equation is reproduced here for convenience:

c= N 0.317 + 0.485x - 0.111(x 2 + y - 0.5) + 0.223(x - y 2

2 2 - .2x3 2  2
*.. + 0.043x(x - 3y 0.028x13x + 3y - 2)

*-0.003[6(X 
2 + y 2 ) ( 2 + y2 1

+ 0.020[14(x 4  y 4% 3(x 2  ~2] 0.023 (x4 -6x
2y2 + y4 )

(7)

Equation (7) is a fourteenth-order Zernike mode expansion of the re-

quired mirror shape. However, since the shape is symmetric about the

wind-direction axis, only nine terms appear in the expansion.

It was further found in Reference 8 that variation of the scenario

parameters, with the exception of wind direction, did not result in a

change of deformation shape, but only scaled the amount of the shape

given by Eq. (7). The axis of symmetry in the mirror shape must lie

along the wind-direction vector. Consequently, the pulsed adaptive-

optics deformable mirror must conform to the shape expressed by Eq. (7),

with a scalable amount of deformation, and provide for a rigid-body

rotation (about the optical axis) of the shape for proper orientation

with respect to the wind.

Since the basic shape of the mirror does not change in distribu-

-J tion, but only in magnitude, a reduction in actuator complexity can

be achieved. The requirements for the continuous-wave mirror were to

take the shape of a nine-term Zernike mode expansion with arbitrary

For convenience, Reference 8 is included in this report as Appendix C.
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variation in the expansion coefficients. Consequently, the actuators

for the continuous-wave mirror must be able to force the mirror into

eight separate independent shapes (translation is excluded as a shape).

In the pulsed case, the expansion coefficients are fixed and the

actuators need force only one shape on the mirror, not eight separate

ones. However, it must be possible to rotate this shape about the

optical axis in a rigid-body manner. Although it is always possible

to physically rotate the entire mirror assembly to achieve this, a

more attractive alternative is presented.

The difference between the Zernike mode expression given in Eq. (7)

and the Zernike modes analyzed in Reference 8 is the addition and

deletion of a few modes. Consequently, it is easy to extend the pre-

vious analysis to apply to the pulsed-laser mirror.

The actuator requirements are separated into three areas:

(1) Orientation of plate with respect to the optical plane.

(2) Boundary shear forces and bending moments.

(3) Plate pressure loading.

The first requirement applies to the rigid-body orientation of the

plate, which consists of tilt and translation. The requirement is un-

changed for the pulsed-laser adaptive-optics case.

To meet the second requirement, actuators producing shear force

and bending moments are introduced at the edge of the plate. The

analysis in Reference 6 indicates that these shear forces and bending

moments must vary in magnitude with the azimuth angle 0 according to

formulas generated from the Zernike mode expressions.

Again, this requirement remains unchanged, since most of the

Zernike modes of the Reference 8 analysis are included in the expan-

sion of Eq. (7). The actuator array producing these shear forces and

bending moments must be simplified for the pulsed-laser mirror case,
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since the actuators have to force only one set of forces and moments

instead of eight independent sets. Consequently, a considerable simpli-

fication in actuator requirements occurs in this area.

The requirement of pressure loading on the plate requires further

analysis of the new Zernike terms. The pressure load required for the
4 (6)

mirror is proportional to V operating on the surface deformation.

Consequently, a calculation of V operating on each term of Eq. (7)

will provide an indication of the pressure load required. This pres-

sure load computation appears in Table 2.

Table 2. Plate pressure load requirements.

Zernike Mode Plate Pressure Load

1 0

x 0

2 2 1
x +y - 0

2

2 2 0x - y

3 2
x - 3xy 0

x(3x 2 + 3y - 2) 0

6(x2 + y ) (x2 + y - 1) + 1 384

4(x - y4) - 3(x2 -y) 0

x4  6x2y 2 + y -24
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It is seen from Table 2 that only two modes require a pressure load

on the plate, and that both of these pressure loads are uniform. Con-

sequently, they could easily be implemented via a pressurized fluid,

rather than with many disjoint forcing devices.

Since the two pressure terms differ in sign, the possibility of

cancellation occurs. The net pressure is found from weighting the

pressure loads in Table 2 with the appropriate coefficients from Eq. (7)

P = 0.003(384) + 0.023(-24)net

1.15 - 0.55 = 0.60

It is seen that a net positive uniform pressure is required on

the mirror to achieve the proper shape. Furthermore, since 0.60 is not

small with respect to 1.15 or 0.55, the magnitude of the net pressure

load may not be negligible. However, before drawing any conclusion

regarding the necessity of the pressure load on the mirror, it is recom-

mended that the error incurred from deleting these two terms be assessed.

Currently, the curve fit of Eq. (7) to the required shape is

accurate to 10 percent. The two modes requiring pressure loads on the

back of the mirror are not dominant terms and tend to cancel. Con-

sequently, it may turn out that deleting these two terms from the re-

quired shape would only increase the error a few percent, resulting

in no pressure-load requirement on the mirror. This would constitute

a trade condition from the viewpoint of engineering the deformable

mirror.

At this point, the physical dimensions required for the mirror

deflection are computed. The worst-case phase compensation of ±20

radians is taken from Reference 8. This corresponds to ±3.18X of phase

error. For X = 10.6 micrometers, this corresponds to a deflection of
-3

±1.3 x 10 inches. Since only one half of this deflection is required
-3

at the mirror, then a physical mirror deflection of ±0.65 x 10 inches

is required.

54



Since the actual mirror may be 5 to 10 inches in diameter, it is

seen that the peak deflections are well within the small deflection

range required by the mathematical theory of elasticity used in this

analysis.

At this point, the requirement of orienting the mirror shape with

respect to the wind direction is considered. The specific shape

described by Eq. (7) was computed for the case where the wind direction

is aligned with the target velocity vector. It has L en found that the

expansion coefficients in Eq. (7) do not change for target velocity

directions up to ±45 degrees away from the wind direction, if a rigid-

body rotation is applied to align the mirror shape with the wind direc-

tion. (8 ) Consequently, an actuator requirement is to provide the

capability of rotating the shape of the mirror about the optical axis.

In order to provide this rotation capability without physically

rotating the mirror, which is a slow cumbersome process, an alternative

scheme is recommended. It is first observed that if a uniform pressure

is required on the back of the mirror, and this might not be the case,

then a uniform pressure is invariant under a rotation about the optical

axis, and no impact on these actuator requirements results. Consequently,

there is no change of the pressure-load distribution required to achieve

this rotation. Similarly, it can be seen that a rotation about the

optical axis would have no impact on the rigid-body orientation actuators

controlling translation and tilt.

The remaining actuator requirement of providing forces and moments

at the mirror boundary is now examined. Actuators must provide shear

forces and bending moments along the plate edge in a manner derived in

Reference 6. However, only one set of actuators is needed for the pulsed-

laser mirror. It is proposed that another set of actuators providing

the forces and moments be placed on the plate, but with a physical rota-

tion of 90 degrees about the optical axis.
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This second set of actuators would provide the same shear forces

and bending moments on the plate, but with a rotation of 90 degrees in

position. If these two sets of actuators are now driven with a cos e

weighting of the first set and a sin 0 of the second set, then the

result provides a rigid-body rotation of the entire shape on the mirror

through an angle 0 about the optical axis. Thus, for wind direction

changes of up to ±45 degrees with respect to the target velocity vector,

adequate compensation can be achieved via a rigid-body rotation of

shape on the mirror. This effect is diagrammed in Figure 36.

AXIS OF SHAPE SYMMETRY

F FIRST SET OF ACTUATORS

SECOND SET OF ACTUATORS sin 0

ABERRATION

COMMAND

-A,

Figure 36. Pulsed-laser mirror-shape rotation.
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In summary, the fact that the shape of the mirror need not change,

but only be scaled in magnitude and rotated, provides considerable

actuator requirement simplification. However, the question arises:

Does the ±45-degree alignment envelope cover all of the scenario cases?

If not, then further work must be done to determine the required phase

profile and mirror shape, along with the corresponding impact on mirror

actuator requirements.
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SECTION 7

SUMMARY

It has been demonstrated that the controller structure appearing

in Figure 7 has the potential for the best beam-controller performance.

Since the beam-control problem is quite difficult, it is recommended

that this dual- control-loop structure be employed in the HEL phase-

control system.

The algorithm for the closed-loop control of atmospheric effects

operates on phase measurements, and produces a command to a phase

corrector. The algorithm provides dynamic compensation for proper

closed-loop stability, and issues a command to the phase compensator

that is almost a phase-conjugate correction. A special correction is

applied for the focus due to thermal blooming.

The phase information necessary for the algorithm consists of

a wide-band phase measurement, a time-domain low-pass filter, a

spatial focus filter, and appropriate interconnections. A spatial

blooming filter may also be required for the region of turbulence

and focus spectral overlap, but this requirement has not been deter-

mined at this time.

The algorithm for special thermal-blooming focus correction was

first investigated for the static case. A model of the physical thermal-

blooming process (algebraic model), phase measurement, optimal static

control algorithm, phase corrector, and performance index was developed

and appears in Figure 28. This model can be used to develop the
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optimal static thermal-blooming control law. Other uses of the model of

the static closed-loop beam controller are to generate measurement-

system and deformable-mirror requirements and specifications.

The real-time operation of the closed-loop beam controller requires

appropriate dynamic compensation in the focus blooming control algorithm.

In order to develop the dynamic compensator, a dynamic model of the

blooming process and controller was developed and aopears in Figure 29.

Uses of this dynamic model are similar to those of the static model, but

in addition include dynamic compensation and dynamic specifications for

the measurement system and phase corrector.

Key hardware development requirements are identifiable from the

analyses so far presented. To begin with, the dual-loop structure

requires development of an HEL beam sampler for use with the high-power

adaptive mirrors, or some alternative form of beam cleanup.

One alternative would be a nonlinear phase conjugator. However,

phase conjugators are in the early stage of development and, consequently,

it is a long time before their use at the high-power level will become

feasible. Furthermore, in keeping with the dual-loop control philosophy,

a laser with phase conjugator could be used for beam cleanup in the

structure as shown in Figure 6. The phase conjugator could not be

used for atmospheric correction, as could a high-power adaptive mirror,

because phase conjugation will not be stable for that loop. Consequently,

even if phase conjugators do become operational, deformable mirrors

would still be required for correcting the atmospheric disturbances in

a dual-loop structure.

High-power adaptive mirrors represent a technology which simply

has not been done right; the needed approach is described in Rtference 6

and 7. For the pulsed case, the requirements are particularly simple,

as described in Section 6.
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APPENDIX A

THERMAL-BLOOMING-PROCESS MODEL

71 Because the derivation of the thermal-blooming-process model con-

sists of a long sequence of lengthy algebraic manipulations, only an

outline of the key steps is presented here (see Reference 1).

The first step is to normalize the variables. X is the normalized

control aberration forced at the aperture. Y is the normalized aberration

from thermal blooming. 0 D is the diffraction limit.

X a 0 F3
0

D

Y o B

oY
D

The derivation starts with the algebraic expression for the heating

phase, 'h"

[NDNFN R]-(EZ t)/2 (NS + NR + A) (NS + 1)

h= e n BNR +N +NR + AC

The derivation continues by application of algebraic manipulations, ending

with the modified expression

h in D

h 1 2 X 2 X + +2  ( D ) 2  ( N E -
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Continuing with further algebraic model relationships

B = a'C a ' -

2 2 2 2
0L OW a D + 2aF3

we arrive at the final result shown in Figure 2.

Y = N T)a( 2 ) (2-a)/4 a/2

V B DF T + 2 )n
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APPENDIX B

ABSTRACTS OF
REFERENCES 6 AND 7

(CSDL REPORTS C-5065 AND C-4990)

!4

B.1 Rekerence 6 (C-5065): Actuator Design Considerations for
a Deformable Mirror

The optical modes considered in this analysis are the Zernike modes:

translation, tilt, focus, astigmatism, coma, and spherical aberration.

Actuator requirements were derived for perfect deformation of a

uniform circular plate into the shape of the Zernike modes. Actuator

requirements were separated into two groups: those acting over the
surface of the plate and those acting only on the outer plate boundary.

For perfect static deformation of the plate into the shape of a

Zernike mode, it was found that no actuators were required on the surface

of the plate except for the case of spherical aberration. The surface

actuator requirement for spherical aberration was found to be that of

a uniform pressure over the plate surface. In all of these cases

except one, no plate surface actuators were required to achieve the

ideal static shape of a Zernike mode. In conforming to the shape of

a Zernike mode, considerable flexing (rigid body modes excepted) of

the plate takes place.

The aforementioned two considerations indicate that most of the

actuator influence appears at the plate boundary, and attention was

focused in this area. In general, it was found that actuator boundary

requirements consisted of relatively simple bending moments and shear
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forces. Under the action of these actuator requirements, the plate

is in static equilibrium. The remaining boundary actuator requirement

was found to be a rigid body motion to properly position the outer

edge of the plate with respect to the optical reference plane. Since

plate boundary conditions were found to be the main influence in actuator

requirements, the case of a uniform tension or compression of the boundary

was also examined. The presence of this force complicated actuator

requirements considerably and this situation should be avoided by

mechanical design.

Similarly, variation in plate thickness led to a complicated

increase in actuator requirements and offered no advantage. After aI> thorough treatment of static actuator requirements, plate dynamics and

dithered Zernike modes were introduced. Dynamic actuator requirements

were obtained and the subject of structural resonances was treated.

Again, it was found that the actuator requirements were relatively
simple in terms of structural loading requirements.

In summary, relatively simple structural loading, mainly at the

boundary, of a plate can result in perfect deformation to the shape of a

Zernike mode. A review of existing deformable mirror actuator configurat-

ions indicates that critical structural loading requirements are not being

met by present designs.

B.2 Reference 7 (C-4990): A Method for Improving the Performance of

High-Energy Adaptive-Optics Deformable Mirrors

Deformable mirrors were originally developed for imaging applica-

tions, and consisted of an array of disjoint segmented mirrors, each

mounted on a piston actuator. Engineering considerations for this con-

figuration grew to favor stiff position transducers in the actuator

array; the actuator geometry was determined by the segmented-mirror

array where each piston mirror is positioned independently. This actua-

tor array and transducer assembly were highly successful in deforming

the segmented mirror for imaging purposes.
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The extension of deformable-mirror technology to high-energy appli-

cations led to the use of plates for the mirror substrate. In spite of

the fact that a plate has a very different structure from a segmented

array of mirrors, the segmented-mirror actuator design was retained.

Similarly, the requirement for noninteraction of the segmented piston

actuators was also retained. Since any physically realizable force pat-

tern on a plate cannot produce a deflection remotely approximating a

segmented piston, the ability of the mirror to deform to an optical shape

was altered considerably. The result is the current state of technology,

where high-energy-application performance is significantly below that

obtained in imaging applications.

The high-energy-system performance limitations caused by the pres-

ently employed deformable-mirror structural model arise not from the mirror

physics but from the manner in which interactuator coupling is treated.

The model is formulated according to the principle of actuator command

signal superposition, and current designs are based on the line of thought

that interactuator coupling is undesirable because it causes error coup-

ling between the various control loops involved. In fact, considerable

effort has been expended to reduce interactuator coupling to a small

value by designing actuators to be very stiff springs in the uncommanded

state. However, reduction of interactuator coupling as a goal in itself

severely limits the ability of the high-energy mirror to properly deform

to the shape of an optical mode, and further reduction of actuator coup-

ling or the addition of more actuators will further degrade the present

level of performance. Clearly, a different approach to structural

modeling is in order.

If interactuator coupling is viewed as beneficial and it is used

advantageously in deforming the mirror to the desired shape, then a new

structural model is obtained which will improve high-energy-system per-

formance. Calculations indicate that a high-energy mirror designed

according to this new mirror structural model will provide error-free

performance.

Reference 5 of Reference 7.
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APPENDIX C

REPORT ON
A THEORETICAL ANALYSIS OF

*ADAPTIVE OPTICS FOR
REPETITIVELY PULSED LASERS*

1

Prepared for CSDL by James Wallace, Far Field, Inc., Sudbury,
Massachusetts under Purchase Order No. DL-H-162205, May 1979.
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Theoretical Analysis of Adaptive Optics for Repetitively Pulsed Lasers

James Wallace

Far Field, Inc., Sudbury, Massachusetts 01776

In this report we determine the mirror contours that compensate for

thermal blooming of a repetitively pulsed laser at 10. 6 Pm. In particular

the effects of wind speed, wind direction, absorption coefficient, range and

altitude dependence are discussed. The major conclusion reached is that

the normalized mirror contours are insensitive to a factor of two change in

all variables except the wind direction. An expansion of the phase in Zernike

polynomials is also presented and compared to the numerical results. The

largest terms in the expansion are the tilt, refocus and astigmatic corrections.

A factor of ten increase in the irradiance can be achieved with the use of

adaptive optics.
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1. INTRODUCTION

Compensating for thermal blooming of repetitively pulsed lasers can

achieve factors of ten increase in the irradiance at the focal plane. To real-

ize this potential the pulse repetition frequency must be chosen so that the

density gradients from the previous pulses do not overlap in the depth of focus.

It then becomes im-portant to determine how the mirror contours depend upon

* the local atmospheric conditions. The answer to this question imnpacts on the

type of system and the number of mirror actuators required to implement

adaptive optics.

Results for the mirror contours are presented that, for the high slew

rates expected in Army HEL applications, the normalized mirror contours

are relatively insensitive to a factor of two change in wind speed, range, slew

rate, and absorption coefficient. Local atmospheric conditions primarily

affect the overall value of the mirror deflection and not the distribution. Since

the normalized mirror contours are reasonably fixed an accurate analytic

expression is also presented. This is based upon an expansion in Zernike

polynomials and is carried out with sufficient accuracy so that it can be regar-

ded as exact. A second analytic result gives the normalization value that is

valid for both horizontal and vertical propagation in the atmosphere.

Results for the irradiance are presented and compared to the blooming

results. Results for only the lowest order corrections are also compared to

the blooming results. The conclusion reached is that, for Army applications

of HEL systems, adaptive optics can increase the irradiance by an order of

magnitude.
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II. DETERMINATION OF THE MIRROR CONTOURS

In the optical-frequency range, Maxwell's equations can be

approximated by the paraxial approximation to the scalar wave equation.

The electric field is taken to be of the form

EA (x, y, z)exp(ikncz-ctz/Z),(I

where x and y are the coordinates transverse to the propagation direction

z, ais the absorption coefficicnt, nw is the index of refraction in the

atmosphere, and k is the wave number. The diffracted amplitude A is complex

and the irradiance I is defined as EE*. The governing equation, in normalized

variables x/Rm, y/Rm, Z/zf is

2iFnwAz + v2A + 2k (n.-l)RmPA 0, (2)

where Rm is the radius of the aperture, p is the density perturbation caused

by heating, zf is the distance to the focal plane and F is the Fresnel number

kRm /Zf. For a beam focused at zf, the appropriate boundary condition at z=O

A = Ao(x,y,)exp[iF(*C(x,y)-(x +y2 . (3)

The phase 1 c is chosen to minimize the effects of atmospheric heating and is

the negative of the optical phase determined by propagating a point source from
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the geometric focal point to the aperture. In a coordinate system converging

to the geometric focal point the governing equation is

2 2 2 2
;]+ (c /2(')lzI zf (n -l)[p((l-z),(l-z, z)]/Rm (4)

where E - x/(1-z), T y/(l-z) and 0 at z = 1.0. For thermal blooining of

repetitively pulsed lasers the steady state density is related to the irradiance

by

/(Y- )(I1ats)C
0-exp(-rtz) E I(X-Ux(z)tsn/Rlm, y-Uytsn/R m , z) (5)

"¢p=, n= I

where a is the absorption coefficient, y = 1.4 is the ideal gas constant, Ia is

the average power at the laser, p., is the pressure, Ux(z) is the z dependent

velocity in the x-direction, and U y is the wind velocity perpendicular to the

beam motion. The interval between pulses ,t s , is determined from the pulse

repetition frequency. The mirror contours are determined by substituting Eq. (5)

into Eq. (4) and simultaneously solving Eqs. (2) and (4).

We now present results for a repetitively pulsed laser at 10.6 Pam with a

power of 1MW, an absorption coefficient of 0. 236/km, and a wind velocity in

the direction of the beam motion. In Fig. 1 the beam is focused at 3 km and has

a transverse component of velocity of 110 m/s at the focal plane. The profiles

of the phase distribution in the x or transverse flow direction are shown for 4

scans perpendicular to the transverse flow. In Fig. 2 the beam is focused at 5

km with a velocity of 67 m/s at the focal plane. The phase distribution in both
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figures can be compared by overlaying the results and changing the scale of

to unity. The normalized phase distributions are nearly identical except

for a small difference in the downstream or positive x direction. This dif-

ference is due to the fact that, in Fig. 2, the velocity at the focal plane is

significantly less than that of Fig. 1, This increases the length of the atmos-

pheric lens and the additional path length is heated by an irradiance that differs

from that of Fig. 1. However these two cases represent the maximum difference

that will occur in Army applications of HEL systems and even this difference

is acceptable small. Only the displacement of the mirror at the centerline

exhibits any significant dependence upon the local atmospheric conditions.

Actual implementation of adaptive optics will then be simplified since point to

point measurements of the blooming phase are not required.

An accurate analytical result for the optical phase can be determined

by expanding the numerical results in a Zernike series. This gives the following

expansion for the phase

c =N 0. 317 + 0. 485x - 0. 11l(x +y -0.5) + 0. ZZ3(xZ-y 2 ) + 0. 043x(x2 -3y 2 ) -

0. 028x(3xz+3y -2) - 0. 003(6(xZ+y2)(xZ+yZ - I)+I1) +0. O20(4(x 4-y 4)-3(xZ-y ))

0. 023(x 4 -6xZy2+y 4 )}. (6)

The major components of the phase distribution are the refocus and astigmatism

terms. Addition of these two terms indicate that the compensating phase has

a tilt and defocus component in the x-direction and a focus component in the y-

direction. The analytical results are shown in Fig. 3 and give an almost exact
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fit to the numerical results over a range of absorption coefficients, wind

speed and slew rates. This is more clearly seen by overlaying the results

given in Fig. 3 with those shown in Figs. 1 and 2. The normalization constant,

N, is determined from the value of the phase at the centerline x=, y=O.

Variations in the wind speed, absorption coefficient, and slew rates primarily

affect the distortion parameter N rather than the phase distribution.
1

The above results are for sea level propagation. A variable atmosphere

also changes the normalization constant N. To incorporate the altitude depend-

ence of the absorption coefficient we will use the Euler-Maclaurin summation

formula to obtain an analytical representation of the density given by Eq.(5).

This results in

N-I
-f(n) 'f f(n) dn 0. 5(f(N p)-f(O)) + 0. 0833(f'(Np)-f(O))- 0. 0014(f'(Np)-f'"(0)),

0 0 p
(7) *

where Np(z) = D(z)/U(z)t s and f(n)= I(x-2(n+l)/N p(z), y, z). Integrating the density

from z -0 to z=zf and evaluating the result at x = 0, y = 0 gives the normalization

parameter N as

/(Yl)Mats\ Zf

N =k(n l)1 ) CLz)ep- J~"d')Uz)R ) f~)d +

-J 0

2
1(-2/Np)INp - 0. 33Ix(-2/N p)/N p }dz'. (8)

In Eq. (8) Np is a function of the propagation direction z'. In the limit of many

pulses per flow time Eq. (8) approaches the cw result.
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The major uncertainity in the analysis is the effect of the wind direction

and this will now be discussed. Results for the mirror contours are presented

in Fig. 4 for three different wind directions. The direction of the wind is

indicated by the arrows and the wind speed is equal for all three cases. The

beam is also slewed in the x-direction. The case Ew=O corresponds to that of

Fig. 1. The mirror contours exhibit more sensitivity to the wind direction than

the other variables such as absorption coefficient, wind speed and range.

However by rotating the mirror contours for O = 0 we can generate the mirror

0
contours for those cases where the wind direction varies between -45 and +

0
45 ,measured from the slew direction. This is not true for wind directions

greater than 450 as is evident for the 90 result. This completes the analysis

for determining the mirror contours.
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III. IRRADIANCE AT THE FOCAL PLANE

We now present the results of a series of calculations for cases of

interest to the Army. The laser is repetitively pulsed with a diameter of

80 cm, a uniform amplitude distribution, an energy per pulse of 10 KJ per

pulse, and a focal point that varies between 3 and 5 kilometers. The absorp-

tion coefficient is 0.236 per kin, the wind velocity is 2 m/s, and the trans-

verse component of velocity at the target varies between 65 and 110 m/s.

In Fig. 5 we compare the irradiance distribution of the bloomed beam

with the irradiance distributions for partial and complete compensation. For

the bloomed beam the Strehl ratio is 0. 25. With full compensation the Strehl

ratio is 0. 95, a factor of 4 increase in the irradiance. Essentially this gives

a diffraction limited beam. Partial compensation involves correcting for the

quadratic terms in Eq. (6) and results in a Strehl ratio of 0. 80. Full compen-

sation involves the fourth-order terms and requires more actuator elements.

Partial mpensation involves a defocusing in the direction of the beam motion

and additional focusing in the perpendicular direction

The dependence, at 3 km, of the peak irradiance as a function of power

Is shown in Fig. 6. The bloomed irradiance also includes the effects of turbul-

2 -14
ence and jitter from the optical train. The strength of turbulence C is 10nF -2/3m -  and the jitter angle is 10 pr. For these conditions turbulence, at 10.6

pm, primarily causes beam wander rather than beam spreading. At 3 km

removing the turbulent tilt and compensating for blooming gives a Strehl ratio

of the order of 0.90. At P = 1MW the mirror contours are given in Fig. l and

the irradiance distribution in Fig. 5. Fig. 7 presents the identical calculation
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as that of Fig. 6 except that the range is increased from 3 km to 5 km and

the transverse component of velocity at the focal plane reduced from 110

m/s to 62. 5 m/s. The increase in range and decrease in velocity gives

more severe blooming. Both beam wander and beam spreading by turbul-

ence also occur. Removing the beam wander and correcting for blooming

gives a factor of twenty increase in the irradiance. The Strehl ratio is of

the order of 0. 40. The phase contours associated with this calculation are

given in Fig. 2.

-"SI I I I I I H I I I J J l l l I
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Fig. 5 Comparison of the irradiance distributions for a
bloomed beam, a beam with compensation of the second
order terms, and full blooming compensation. The atmos-
pheric conditions are identical to those of Fig. 1.
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COMPENSATED PEAK IRRADIANCES AT 3km

50-

h~ = 10.6t~m U w = 2m/s .--

-~~~~~ = 3 km Ut = IlOm/s -I ' ' -

Cn2 : 10 1 4 M 2/3

-10-

UNCORRECTED

1.0 I I I
.25 .50 .75 1.0 1.25 1.5

-' P(MW)

Fig. 6 Dependence of the peak irradiance at the focal plane for a
10. 6 Pm, repetitively pulsed laser. The beam has a diameter of
80 cm, a focal length of 3 kin, a wind speed at the laser of 2m/s
and a transverse component of the target velocity of 1 l 0 n/s.
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COMPENSATED PEAK IRRADIA1NCES AT 5km

I; 10 X = 10.Gjtm Uw=2m/s

z =5 km Ut= 67 m/S
C 2 = O-4 m-2/3

C.

%%1.0-

-'.25 .50 .75 1.0 1.25 1.5
P ( MW)

Fig. 7 Dependence of the peak irradiance at the focal plane for
a 10. 6 pm, repetitively pulsed laser. The beam has a diameter
of 80 cm, a focal length of 5 km, a wind speed at the laser of
Zm/s and a transverse component of the target velocity of 67m/s.
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IV. CONCLUSIONS

Mirror contours that compensate for thermal blooming of a repetitively

pulsed laser at 10. 6 pm have been determined. These contours increase

the irradiance at the focal plane up to a factor of ten. For Army applications

of HEL systems the normalized mirror contours are insensitive to variations

in the wind speed, absorption coefficient, range and altitude but are sensitive

to the wind direction at the laser. An analytical expression for the mirror

contours has also been presented. This expression is based upon an expan-

sion in Zernike polynomials. The largest contributors are the tilt, refocus

and astigmatic terms. Results for the irradiance distribution are compared

for complete compensation and for compensation of the lowest order modes

only. Including only the second order corrections significantly increases the

irradiance. This requires fewer actuator elements to accomplish and, in

practical situations, may be sufficient.
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